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A word about trust in decision making



About me

Louis Abraham
I Education: École polytechnique, ETH Zurich

I Experience:
I Quant @ BNP Paribas
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https://louisabraham.github.io/


What this talk is about
I Machine Learning

I Supervised learning

I Practical tools

I Humans

What this talk is not about
I Mathematics

I Deep Learning

I AI Safety

I Fairness in AI



Bias vs bias

I Oxford dictionary: Inclination or prejudice for or against one
person or group, especially in a way considered to be unfair.

I Wikipedia: In statistics, the bias (or bias function) of an
estimator is the difference between this estimator’s expected
value and the true value of the parameter being estimated.



Is this bias?

source: The Independent

https://www.independent.co.uk/life-style/gadgets-and-tech/news/self-driving-car-crash-racial-bias-black-people-study-a8810031.html


What bias really is

https://www.youtube.com/embed/lfpjXcawG60?rel=0

https://www.youtube.com/embed/lfpjXcawG60?rel=0


The difference between programming and ML

credits: Christoph Molnar



How developers explain their programs

credits: CommitStrip



How data scientists explain their programs

credits: xkcd



Do we need interpretability?

Interpretability is useful for:

I Compliance: Right to explanation in the GDPR (Goodman
and Flaxman 2017; Wachter, Mittelstadt, and Russell 2017)

I Privacy
I Fairness
I Robustness
I Trust

Risks of interpretability

I Corporate secrecy
I Performance drop
I Manipulation
I Public relations



Different concepts

Quick survey

One will protect you, the other 2 will try to kill you.
Choose wisely.

I Interpretability

I Explainability

I Justifiability



Definition

(Biran and Cotton 2017)
Explanation is closely related to the concept of
interpretability: systems are interpretable if their
operations can be understood by a human, either
through introspection or through a produced
explanation.
In the case of machine learning models, explanation is
often a difficult task since most models are not readily
interpretable.



Different concepts

Quick survey

One will protect you, the other 2 will try to kill you.
Choose wisely.

I Interpretability: why did the model do that

I Explainability: how the model works

I Justifiability: justice, morals



Interpretability of the whole process

I model selection

I training

I evaluation



3 options:

I readily interpretable models

I feature importance

I example based explanations



Is this an interpretable model?



Is this an interpretable model?



Interpretable models

I sparse or low-dimensional linear models (regression, logistic
regression, SVM)

I small decision trees (forests)
I decision rules, for example falling rule lists (Wang and Rudin

2015)
I naive Bayes classifier
I k-nearest neighbors

Make them more powerful!

I preprocessing / normalization
I feature engineering



Model agnostic methods

credits: Christoph Molnar



Model agnostic methods

Why you want model-agnostic methods

(Ribeiro, Singh, and Guestrin 2016a)

I Use more powerful models
I Produce better explanations
I Representation flexibility
I Lower cost to switch models
I Explanation coherence
I Compare models and explanations independently



The 10 best model-agnostic methods

1. plots
2. plots
3. plots
4. plots
5. plots
6. plots
7. plots
8. Counterfactual explanations (Wachter, Mittelstadt, and Russell

2017)
9. LIME (Ribeiro, Singh, and Guestrin 2016b)
10. Shapley Values (Lundberg and Lee 2017)



Counterfactual explanations

(Wachter, Mittelstadt, and Russell 2017)

arg min
x ′

max
λ
λ · (f̂ (x ′) − y ′)2 + d(x , x ′)

I simply: find a neighbor with a different prediction

I is this useful?

I preserves secrecy

I related to adversarial examples



LIME (Local Interpretable Model-agnostic Explanations)
(Ribeiro, Singh, and Guestrin 2016b)

I given a point x , trains surrogate model g on neighbors
I ξ(x) = arg min

g∈G
L(f , g , πx ) + Ω(g)

I complete framework: categorical data, text, images. . .
I open-source Python library

test



SHAP (SHapley Additive exPlanations)

(Lundberg and Lee 2017)

I find feature importance by ablation

I generalizes LIME, Quantitative Input Influence and others

I relies on economic theory and is consistent with humans

I open-source Python library



SHAP (SHapley Additive exPlanations)

Explanation of one instance

Summary over the dataset



Evaluation of interpretability

(Doshi-Velez and Kim 2017)

I Application-grounded Evaluation: Real humans, real tasks

I Human-grounded Metrics: Real humans, simplified tasks

I Functionally-grounded Evaluation: No humans, proxy tasks



The beginning. . .
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